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Executive summary 
Background
1. On Monday 29 October 2012, New York and its environs were hit by Storm Sandy. Crisis management actions were taken prior to, during and in the aftermath of the storm. 
2. Building on investments made for pandemic preparedness, beginning in June 2010 the United Nations Secretariat has implemented an integrated emergency programme following the Organizational Resilience Management System (ORMS). The Department of Management (DM), acting as a lead Department in the emergency management system, together with the Department of Safety and Security, had taken precautionary measures and made concerted efforts to ensure business continuity and speedy recovery of functionalities (disaster recovery) at the United Nations Headquarters. 
3. Efforts for crisis management in the United Nations Secretariat have explicitly recognized the importance of an interdepartmental approach that defined the critical role of senior managers in managing crisis. This is borne out by the composition and explicit roles and responsibilities of the Senior Emergency Policy Team (SEPT) and the Crisis Operations Group (COG) as defined in the Crisis Management Plan. During the period of the storm, the steps defined for the phases in the Crisis Management Plan were followed including in terms of preparations made prior to the event in order to mitigate negative impacts on the Organization’s operations (see Annex 1).

4. Despite these actions, the United Nations Headquarters complex sustained damage and operations were affected. An After Action Review of the management of this crisis was deemed necessary to capture lessons learned and strengthen the capabilities of the Organization to react to disruptive events more effectively in the future. 
Steps taken in preparation for arrival of storm

1 From 24 October 2012, DSS undertook a safety inspection against the backdrop of information received, conducted contingency planning, and undertook a range of actions to maximize preparedness. 
2 Preparedness with respect to lead Departments: These included an impact analysis carried out on 26 October and the issuance of several broadcast messages during the period on general preparedness information related to the storm both to all staff and to key offices, including Department of Safety and Security (DSS) and Department of Management (DM) specifically Office of Human Resources Management (OHRM), Capital Master Plan (CMP), Office of Central Support Services (OCSS), Office of Information and Communications Technology (OICT).  A coordination conference call with relevant Departments/Offices on Monday, 29 October. In addition, bedding materials were distributed to Security Officers who would have to remain in the UNHQ building, possibly for an extended period of time.
3 Inter-Departmental coordination through the Crisis Operations Group: In addition, DSS concurrently ensured that the Crisis Operations Group (COG) members were looped-into the assessments conducted. 
4 Liaison with Host Country authorities: DSS also engaged with the New York Office of Emergency Management (OEM). 
5 Preparedness with respect to physical infrastructure: Following the standard operating procedure for storm preparation, the Facilities Management Service (FMS/DM) scheduled staff to be in the complex. The Construction Weather Emergency Plan was reviewed for all preventative actions that could be taken before the storm arrival. Emergency contact information was verified, a “Hurricane Ride-Out” team was established to stay within UNHQ and an action plan was launched. The 2B level construction offices were used as a base of operation during the event and teams were assembled to carry out the plans of action. 
6 Starting 27 October, in coordination with DSS, all construction material airborne objects and unsecure structures were anchored in place or removed and placed inside. All areas known to be vulnerable to water filtrations were sandbagged. All drains in 3B Basement level and GA Plaza were cleared of excess debris which may impede clear drainage of rain water. To ensure that there is no area for possible infiltration causing leaks into the GA Hall, the roof drainage system and cover to the GA dome were inspected and secured.
7 On Sunday 28 October, forecasts indicated increased storm strength and severity. The Mayor of the City of New York announced the closure of all bridges, tunnels and public transport. At this juncture, additional FMS staff and contractors were mobilized to supplement the preparatory efforts in response to ensure damage control and meet recovery requirements. To ensure that the emergency power system remained operational during the emergency, the backup generators were tested and refueled. As a precautionary measure, the main chiller plant, located in the 4B and 5B levels (areas prone to flooding), was shut down. 
8 On Monday 29 October at 11:35am, a broadcast message was sent out, advising Member States and all staff of the need to relocate all vehicles to the 2B Garage level as a preventative measure. It was later discerned that the mailing list used to contact Member States did not contain the latest accurate contacts for all Member State Missions to the UN.  

9 Preparations with respect to Information and Communications Technology (OICT): While the Primary Technology Centre (PTC) is normally staffed with two members during the night, OICT increased the capacity of the team to four staff throughout the storm. As an exceptional measure OICT maintained one staff at the Secondary Data Centre (the normal practice is for OICT staff to visit the SDC on a weekly basis). In addition, on average 30 to 40 OICT staff worked remotely prior to, during and after the storm thereby manning the full  recovery process.
Impact of Storm Sandy on United Nations Headquarters

10 Closure of the UN Headquarters complex: A decision to close UN Headquarters on Monday 29 October 2012, prior to the arrival of the storm, was made in accordance with the UN Emergency Management Framework. This decision took into account the determination made by the City of New York authorities to close public buildings, schools, public transportation and critical infrastructure including bridges and tunnels. The final decision was made by the Deputy-Secretary-General (DSG) in his capacity as Officer-in-Charge at United Nations Headquarters. (The Secretary-General was on official travel oversees at the time). The DSG undertook this decision upon the recommendation of the Chair of the Crisis Operations Group (COG), the Under-Secretary-General, Department of Safety and Security as per established protocols. 

11 While essential operations continued (including the holding of a Security Council meeting on Wednesday 31 October in the North Lawn Building) as well as sustained communications with United Nations’ field operations, the impact of the storm on New York city as a whole, and the UN Secretariat compound in particular, led to a subsequent decision for the United Nations Headquarters to remain closed for normal operations from Tuesday 30 October through end of Thursday 1 November 2012. During this period, critical New York City infrastructure affected by Storm Sandy was severely disrupted including access to public transportation, bridges and tunnels and electric grids in many areas of throughout New York City’s five boroughs. These realities impacted staff and service personnel.   

1. Damage to UN Headquarters facilities: Despite the severity of the storm and the flooding that resulted, material damages to the UN compound were relatively contained. This was the direct result of precautionary measures that proved effective. The core infrastructure of the UN Secretariat premises was assessed as being intact. Only the Arrival Tent at the Delegate’s entrance and the plastic roof cover on the General Assembly dome were destroyed. There is no impact expected on the overall schedule for the completion of the Capital Master Plan.

2. Extent of flooding: Due to the severity of the storm, flooding to the UN Headquarters building stemmed from a combination of sources.  Flood waters entered the facility from the East River directly across the FDR Drive, over the Service Drive into the Basement 3B Loading Dock and 3B Garage. In addition, flood waters back-flowed up the drainage systems into 3B basement areas and below.  This flooding directly affected the main chiller plant. Flooding occurred at a rapid pace including through cracks in and below the 3B Basement and through the river water intake system. Given these two other means of water entering the basement, no extent of efforts to hold back water from entering the Service Drive would have been adequate to prevent flooding on the 3B levels and below. This flooding led to all equipment in the main chiller plant area, part of sewage ejector system, transformer, fire pump systems, Automatic Transfer Switch system for emergency backup power system, high rise elevators, freight elevators and South Annex Building elevator being out of commission in the immediate aftermath. 
3. The main damages were due to the effects of flooding.  On Monday 29 October at 11:35am, a broadcast message was sent out, advising Member States and all staff the need to relocate all vehicles to the 2B Garage level. It later became apparent that the mailing list used was outdated.  Later in the day, during the height of the storm, water levels rose 14 feet above the normal. The entire 3B, 4B and 5B levels of the General Assembly, Conference, Secretariat and North Lawn Buildings, approximately 350,000 square feet, were flooded, with flood levels reaching 2 to 5 feet depth in some areas. 
4. Office areas directly impacted comprised approximately 60,000 square feet and included the chiller rooms, Printing Plant, Security Training Rooms, Locker rooms, Receiving & Inspection, Mail & Pouch, Transport and Dispatch Section and various facilities, offices and store rooms.  All furniture and office equipment in the affected areas were damaged. This impacted on the infrastructure affecting approximately 300 staff and included three leased digital printers which produce 95-99% of all the official documentation requirements.  Electrical infrastructure including switchgear, transformers and distribution panels were flooded and a small fire ensued. For safety reasons, and to prevent spread of fire, a complete power shutdown was instituted in the Secretariat building effective Monday, 29 October at 7:00 pm lasting through Tuesday, 30 October at 7:00 pm.

5. Both the main and temporary HVAC chiller plants in basement 3B were flooded leading to shutdown of the cooling system. With regard to heating, Con Edison (the steam utility provider for the UN complex), shut down steam service to the area on Sunday, 28 October until it was restored was restored on Friday, 9 November. The UN complex, with the exception of the North Lawn building, was without heating during this period; this event was external to UN control.
6. Disruptions of ICT services: The rapid rise in temperatures following the shutdown of the temporary HVAC chiller plants in basement 3B resulted in the Primary Technology Centre having to be urgently shut-down at approximately 9:30 p.m on Monday, 29 October. Efforts were made to switch operations to the Secondary Technology Centre (STC) at the same time as the equipment was being turned off to avoid irreparable damage due to the high temperature. Time did not allow for the full transfer of all systems, leading to disruptions to core ICT services.
7. Contingency planning for business continuity of the ICT services was based on the assumption that all IT systems identified as critical would continue to work even if the Primary Technology Centre (PTC) failed. The assumption being that the Secondary Technology Centre (STC) in Piscataway, New Jersey, would provide both the data preservation and core ICT systems operations.  The reality is that the STC could not provide immediate operability of a number of critical ICT systems and tools. While the impact of Storm Sandy on the Secretariat in New York resulted in no loss of data, interruptions in the availability of some of the systems identified or perceived by users as critical did occur.
8. On Wednesday 31 October, against this backdrop, the Crisis Operations Group (COG) took the decision to revert all systems from the STC to the PTC. The process was initiated at 8 pm on 31 October.  By 12 pm on 1 November this decision resulted in most critical systems being back in operations at the PTC. 
9. While no email messages were lost during the period, the webmail facility was inoperable during several hours on Tuesday 30 October. As the fail-over of the Blackberry server is not automatic from the PTC to the STC, the Blackberry server was down for several hours (from 9.30 pm on Monday 29 October to 5:00 pm on Tuesday 30 October. However, even after the servers were started at the SDC, the service was affected by backlogs, resulting in further delayed delivery of messages.   

10. Due partly to the impact of the storm on information technology and communications systems, communications to Member States, staff and to the wider public during the immediate period following the storm were unsatisfactory.

Main findings and conclusions of the After Action Review
Governance of the crisis management program
1. Strengthen the awareness of senior leadership and critical staff of the Crisis Operation Group (COG) and Senior Emergency Policy Team (SEPT) regarding crisis management roles and responsibilities. COG and SEPT will have to identify new key personnel of both Committees in the future and provide briefings on emergency responsibilities, not waiting for the semi-annual exercises. 
2. Strengthen mechanisms to assess risk. COG should evaluate the process and roles and responsibilities for assessing risk scenarios with potential disruptions to UN operations to determine if existing contacts with NY OEM by DSS/SSS are sufficient or is a further step necessary (such as a dedicated unit or apparatus).

3. Leverage existing infrastructure/capacities in the event of a crisis. Ensure that governance structures and plans include the possibility of better utilization of other UN entities, their spaces and capabilities to strengthen business continuity.

4. Situational awareness. SEPT to take up the issue of contingency planning for major events, ones that could realistically require relocation of UN functions to another UN headquarters.

Information and communications technology

1. Need for automatic failover of all critical systems in case of an emergency PTC shutdown without reliance on manual intervention. OICT to provide plans for an automatic failover scenario. All systems for failover between PTC and STC should be regularly tested.
2. Need for a consistent methodology to identify systems designated as critical. BCMU/OCSS/DM and OICT/DM to define a clear methodology to identify critical functions and ICT systems. This will entail establishing service level agreements (SLA) with UNHQ Departments and the parameters for criticality including priority users in the event of a crisis. 

3. Need for Citrix system to be fully backed-up by the Secondary Technology Centre. OICT to ensure.
4. Need for consistent information about systems availability. BCMU/OCSS/DM, OICT and UNHQ Departments to review and develop the communication plans for informing various user groups about unavailable computer systems & services and related backup procedures, mirror sites, etc., - prior, during and after crisis situations.

Physical infrastructure

1. Storm preparedness practices. Given the vulnerability of 3B and lower levels to flooding, DM to assess of the possible relocation of offices and equipment to other locations and to ensure that updated storm preparedness practices are developed and incorporated into standard operating procedures (SOPs).

2. Need to ensure availability of meeting services for Member States. Possible off-site locations for the UN Journal should be determined, and protocols for remote management of meetings and documentation, the handover of agendas and meetings to alternate locations should be established.

3. Need to identify off-site locations for daily operations such as Mail & Pouch and Receiving & Inspection. DM to review options to ensure continuity of operations in case of prolonged unavailability of the UN campus.

Communications to different audiences 
1. Need to unify the platform for communications in a crisis and beyond. OICT to evaluate creating one emergency web site to serve the entire UN community (Permanent Missions, staff, interns, consultants, NGOs, media) for crisis. DSS should “own” the content of the site. This website should continue to be hosted externally and include links to host country/host city information sources (e.g. in the case of New York - FEMA, NY OEM, National Weather Service, etc.). It should feature appealing content year-round to ensure that the UN community regularly visits the site, including for information during a future crisis.

2. Crisis communication checklist. DPI in consultation with the COG to develop a crisis communication checklist for coordinating internal and external communications in the case of an emergency.

3. The COG crisis communications mechanism. A COG task force should establish crisis communications mechanism to ensure appropriate and frequent messages sent. Test and re-test system often and regularly.

4. The COG communications protocols. A COG task force should establish communications protocols that also use less high-tech systems, such as phone trees. 
5. Need to optimize timeliness of communications with target audiences. BCMU/DM in coordination with DPI/DSS/OHRM to expand existing crisis communications protocols to include in the Crisis Management Plan a common methodology and shared plan (complete with roles and responsibilities and checklists) to ensure DPI/DSS/OHRM work closely on social media messaging during crises, with DPI responsible for posting messages. 

6. Communicating to Permanent Missions. The COG to identify responsibility for regularly collecting emergency contact information from and communicating to Permanent Missions during an emergency. The responsible entity should ensure that up-to-date content is provided by Permanent Missions for its use in communicating in times of crisis. A central registry accessible to all authorised users (for example, EOSG, DFS, DPI) should be created and maintained with specific Member State Mission focal points to be designated by the Missions. 
7. SMS notifications to staff. OHRM to require staff to sign up for the email and SMS notifications using personal not UN email addresses and telephone numbers in case of emergencies. 
Support to staff

1. Ensure access to iSeek and key segments of the UN website. OICT in consultation OHRM to analyse the external hosting of these sites to increase the likelihood that they will continue to operate during a crisis or emergency.

2. Need to maintain up-to-date lists of personal phone numbers, personal and business email addresses, and street addresses for staff.  Departments and Offices to create and maintain.  They should also establish and maintain telephone trees for the transfer of information to all staff, while lists of critical staff must also be maintained and kept updated.

3. Checklist for staff on what to do during a crisis. OHRM to create one-page guide checklist readily available and widely publicized.
4. Ensure processing of salaries during disruptions to UN Secretariat premises. OHRM in consultation with OICT to ensure a mechanism exists for enabling salaries to be processed in the event that critical staff cannot come to the office.

After Action Review – Background

Methodology of the After Action Review 
1. The After Action Review was organized in five pillars: 
· Governance of the crisis management program; 
· Information and Communications Technology (ICT); 
· Physical Infrastructure; 
· Communications to different audiences; 
· Support to Staff.  
The analysis conducted for each of these pillars was led by the Under-Secretary-Generals DSS, DM, DGACM, DPI and Assistant-Secretary-General OHRM/DM, respectively. 

2. For each pillar the analysis included; a) a stocktaking of the events which took place prior to and in the immediate aftermath of the storm (the period up to Friday, 2 November 2012); b) identification of lessons learned, with particular emphasis on areas where improvements are deemed necessary; and; c) definition of an implementation plan based on recommendations to strengthen the capacity of the Organization to respond to such events in the future, including indicative financial implications, if and as applicable.
3. This high level review was informed by: 

· Secretary-General’s Reports on Organizational resilience management system: emergency management framework including the Secretary-Generals latest report on Organizational resilience management framework  (A/67/266) currently under review by the General Assembly; and related Secretary-General’s reports including Revised estimates relating to the proposed programme budget for the biennium 2012-2013 under section 29D, Office of Central Support Services, and section 30, Office of Information and Communications Technology, related to the organizational resilience management system: emergency management framework (A/66/516).   
· Report of the Joint Inspections Unit, Business Continuity in the United Nations System, (JIU/REP/2011/6); and 
· United Nations Secretariat Crisis Management Plan, New York Headquarters issued June 2012. 
Detailed evaluation for each Pillar

Governance of the crisis management program

The evaluation process that ensued following the Storm Sandy and its impact on the UN Secretariat’s business continuity plans revealed that the COG/SEPT Governance Mechanisms could be strengthened based on the concrete lessons learned. These lessons learned and recommended way forward are outlined for the Governance framework below:  
1. Strengthening the awareness of senior leadership and critical staff of COG/SEPT roles and responsibilities: At the outset, despite existing measures in-place to strengthen the Governance framework that include ensuring semi-annual COG/SEPT exercises and more frequent COG meetings on individual topics, and in spite of the approval and delivery of the first NY Crisis Management plan in 2012, the experience of the Sandy storm showed that emergency roles and responsibilities were not widely understood in certain departments and sections. This knowledge gap on the part of senior managers and other staff critical to the COG/SEPT can be attributed to new recruitments and/or transfers of personnel, including to senior positions. Consequently, a key lesson learned is the need to ensure that all senior managers and/or relevant personnel to the SEPT/COG processes receive the necessary training and familiarization briefing to ensure they are well versed in the SEPT/COG mechanisms and the roles and responsibilities prescribed to them within the integrated SEPT/COG framework.  Recommendation: COG and SEPT will have to identify new key personnel of both Committees in the future and provide briefings on emergency responsibilities, not wait for semi-annual exercises; explore possible development of on-line training.  These measures can be achieved, in our early estimation with little to no cost to the Organization and can be implemented with immediate effect by the SEPT/COG.   

2. Pre-event business continuity and disaster recovery planning when feasible:  Once the risk of an event unfolding is deemed as medium to high by the Chair of COG, COG meetings should take place prior to an event possibly unfolding, and/or further in advance of when an event is forecast to occur.  While it is clear that in some types of scenarios this may not be at all possible (un-forecasted terrorist attack, earthquake, fire) it should be feasible for some events such as weather related occurrences. Meeting further in advance will focus communications strategies and tailor these for the specific set of circumstances and scenarios envisaged, as well as preparedness of facilities and IT infrastructure, and therefore recovery/business continuity. Recommendation: Chair of COG or any member of COG with awareness of events that could disrupt operations in the UN Secretariat should request that COG meeting(s) be convened as soon as possible and with the frequency deemed necessary by the COG prior to a potentially disruptive event.  This measure will ensure optimal coordination, timely scenario planning and evaluation, and a specific response plan tailored to the specifics of the potentially disruptive event. These measures can be achieved with no additional cost to the Organization and can be adopted with immediate effect by the SEPT/COG.   
3. Strengthening mechanisms to assess risk: There is a need to review accountability related to scanning and assessing risks that could disrupt operations in the UN Secretariat NYHQ. Recommendation: COG should evaluate the process and roles and responsibilities for assessing risk scenarios with potential disruptions to UN operations to determine if existing contacts with NY OEM by DSS/SSS are sufficient or is a further step necessary such as a dedicated unit or apparatus. Timeline for implementation/Cost: 1st quarter of calendar 2013, possible cost implications for personnel or subscriptions to services.  Zero costs if rejected by COG/SEPT, $25,000 or less annually for subscription to risk advisory services, $300,000 if two-person team is an option (low possibility). 

4. Communications expectations from COG/SEPT:  Communications expectations from COG/SEPT are beyond current crisis management structures and require improvement, particularly with respect to actual critical incident management. Recommendation: Lessons Learned/recommendations from the Communications Working Group will need to be incorporated into COG/SEPT governance documents (emergency planning) to reflect the greater communications requirements and resources. Timeline should be within the first, possibly second quarter of calendar 2013. 
5. Leveraging existing infrastructure/capacities in the event of a crisis: COG reactions in the Storm Sandy event were very “Secretariat-centric.” As the damage was mostly to the Secretariat campus, and facilities and IT shut-downs were essentially Secretariat only, most of the crisis response was geared toward recovery/business continuity of the Secretariat campus.  This overlooked the capabilities that were maintained/never-down by UNDP, UNICEF, and other AFPs and even Secretariat offices in New York.  Recommendation: Ensure that governance structures and plans include the possibility of better utilization of other UN entities in NY, their spaces and capabilities to strengthen business continuity. This should be implemented by second quarter of 2013, low or no cost.
6. Key role played by UN Secretariat Senior Leadership in managing crisis: During the actual Sandy incident it was evident that senior managers at the USG/ASG level were very useful at the COG level of meetings, when by current governance they would normally be represented at a lower level at the COG and themselves attend SEPT meetings.  Recommendation:  SEPT and COG review current planning modalities for membership on both committees, perhaps with the idea that crisis management in NY will require COG level participation of more senior USG/ASG personnel, while SEPT participation may require the same participation for larger long term issues with high level decision making input. Timeline for implementation/cost: by First quarter of calendar 2013, no cost.
7. Situational awareness: Events can occur in New York with larger consequences than generally acknowledged in UN emergency planning to date. Various types of events could affect the UN Secretariat campus in NY, requiring closing for a much longer period because of severe damage to UN facilities, infrastructure (including disruptions to New York City’s core infrastructure (i.e. public transportation; electricity; wireless communications, etc.).  These can potentially have considerable impact on the Secretariat’s own communications capabilities, and/or access to employees.  COG/SEPT can acknowledge that smaller events and incidents such as temporary closures, snow, power outages, etc., can be addressed in reasonably good order and without requiring closures for long duration. Larger events, however, could truly occur and real contingency planning for long term disruption should commence. Recommendation: SEPT should take up the issue of contingency planning for major events, ones that could realistically require relocation of UN functions to another UN headquarters. Timeline for implementation/cost: by second quarter of calendar 2013, costs unknown but could run from nothing to substantial, depending on decisions taken and degree of preparedness determination

Information and Communications Technology

The emergency management framework aspect of the organizational resilience management system (A/66/516, Annex I) presented a list of 76 applications designated as critical at Headquarters. Of those, a total of 25 applications were identified as enterprise-critical while the rest were used only by one department. In addition, a table detailed which applications will be backed up at the secondary centre (STC) in Piscataway, New Jersey, and which will be available through telecommuting capabilities (Citrix mobile office). In the same annex eight enterprise-critical applications/systems were designated as “currently resilient”. Out of them, at least two (iSeek and ODS) were down for some 60 hours.

The assumption was that if the primary technology centre (PTC) remains online but staff are required to work from home, for example in the case of a pandemic, some operations can still be accessed remotely from home, provided the staff member has Mobile Office access on his or her computer. All 25 enterprise-critical applications and 20 critical local applications should have been accessible via Mobile Office. 

During Sandy, the Citrix mobile office system, perceived as critical by several departments, was down from 9:30 pm on 29 October to 9:00 am on 31 October 2012.  This excluded remote translation, editing and other parliamentary documentation processing in DGACM, with financial implications resulting from the lost working hours. In DPI, critical staff responsible for updating the UN websites, could not work remotely. The flaw of the assumptions described above became thus apparent. 

Another weak point in the current system was the necessity for manual switch from PTC to STC. OICT should consider as a primary task a possibility to ensure an automatic failover of all critical systems in case of an emergency PTC shutdown without reliance on manual intervention. A scenario in which no staff would be able to access HQ compound should be considered as probable. Based on the above considerations, the Working Group generally concurred with the OICT’s view that the main causes of the interruptions in the ICT services were flawed assumptions. It noted, however, that two systems interruptions were also caused by a human error (in one case) and design flaw (another case). Urgent measures are therefore recommended for OICT to minimize similar occurrences in the future. 

Recommendations to strengthen the performance of OICT:

1. Recommendation: Introduce additional automation for fail-over for IMIS 

2. Recommendation: Implement stand-alone operation for Blackberries and Lotus Traveller

3. Recommendation: Revisit procedure and documentation for Webmail

4. Recommendation: Review design and architecture to allow full redundancy ODS (Read-only).

5. Recommendation: Implement changes for Network Attached Storage (NAS) replication for UN.ORG.

6. Recommendation: Implement changes for NAS replication for Mobile Office. 

7. Recommendation: Multiprotocol Label Switching (MPLS) being purchased will allow automatic, fault tolerant connectivity for Connectivity with OAH’s. 

8. Recommendation: Implement changes for NAS replication for i-Seek. 

9. Recommendation: Establish reasons for telephone outages and propose/implement mitigating measures.  

These recommendations target the strengthening of OICT performance in a crisis scenario and can be achieved within existing resources.  


Recommendations to strengthen the Crisis Management (CM) Plan (issued in June 2012) from the ICT perspective: 

Annex N of the Crisis Management Plan (2012) calls for UNHQ departments to be responsible for identifying their critical applications and data. The Business Continuity Management Unit (BCMU/OCSS/DM) of OCSS compiles them. 

10. Recommendation: A clear methodology must be defined to identify critical applications and data.  This will entail establishing service level agreements (SLA) and the parameters for criticality including priority users in the event of a crisis. The BCMU/DM and OICT/DM must continue to take the necessary actions along these lines. 

11. Recommendation: Define the roles and responsibilities of ICT facilities during the different crisis scenarios – ICT facilities to be included in this process are: Technology Centres, ICT network(s); server storage facilities; remote access capability and voice services.

These recommendations can be achieved within existing resources.  
Recommendations to strengthen the emergency management framework from the ICT perspective

1. Recommendation: With appropriate departments and offices, the Business Continuity Management Unit, OCSS/DM will lead the full integration and alignment of i) the CM Plan, ii) the Business Continuity Plan and,  iii) the IT Disaster Recovery Plan under the rubric of the ORMS emergency management framework.  This should include a review of the terminology and nomenclature used, to ensure consistency.  The cost associated with this activity is estimated at USD 50,000. These funds will “maintain the Living Disaster Recovery Planning System (LDRPS) for the 2014-2015 biennium and to undertake a Business Impact Analysis using an LDRPS extension module”
2. Recommendation: Led by the Business Continuity Management Unit, OCSS/DM, all Departments will identify their ‘enterprise-critical systems’ (see A/66/516 pp. 20-22) and confirm appropriate disaster recovery arrangements with OICT. This recommendation can be achieved within existing resources.  
3. Recommendation: The Business Continuity Management Unit, OCSS/DM and OICT/DM will lead structured periodic testing of the integrated emergency management framework, to include crisis management, business continuity, mass casualty incident response, staff and victim support and IT disaster recovery with all departments.  The BCMU will report status and bring appropriate issues to the attention of the Senior Emergency Policy Team. This recommendation can be achieved within existing resources.  

4. Recommendation: OICT should ensure clear/tested Standard Operating Procedures (SOPs) for its personnel. This recommendation can be achieved within existing resources.  
5. Recommendation: OICT should take the lead in moving UN organization-wide systems currently operating in the PTC, such as: ODS and www.un.org to enterprise data centres (Valencia and Brindisi). The cost of implementing this recommendation is to be established.    

6. Recommendation: BCMU/OCSS/DM, OICT and UNHQ departments should assess the current BC/DR measures for departmental critical systems, hosted in PTC, and develop required BC/DR plans for the secondary BC/DR sites. Provided that no active-active replication is required, the secondary BC/DR sites can be situated in different geographical location, for example in the enterprise data centres (i.e. Valencia and Brindisi) or external cloud. The cost of implementing this recommendation is to be established.    

7. Recommendation: BCMU/OCSS/DM and OICT should consider acquiring external consulting services for developing BC/DR strategy, plans and recommendations for UNHQ departmental and enterprise systems. The cost of implementing this recommendation is to be established.    

8. Recommendation: BCMU/OCSS/DM, OICT and UNHQ departments should review and develop the communication plans for informing various user groups about unavailable computer systems & services and related backup procedures, mirror sites, etc., - prior, during and after crisis situations. This recommendation can be achieved within existing resources.  
Physical Infrastructure
Chiller Plants
The chiller plant, which is located on the 5B and 4B levels, was inundated.  No other location for the chiller plant is feasible or cost-effective.  The majority of the electrical switchgear for the chiller plant should be located on the 2B level or above.  For safety and operational purposes, some electrical switches need to be adjacent to the chiller plant.

1. Recommendation: Possible purchase or lease of chiller truck/trailer.
2. Recommendation: A backup or temporary chiller capacity should be established in the event the main chiller plant is rendered inoperable during and following inundation.

 Electrical/Fire
1. Recommendation: Electrical systems and electrical controls for plant and equipment should be moved  as high as feasible and functional ;

2. Recommendation: Flood alarms should be installed in archive areas;

3. Recommendation: Improved emergency lighting should be established, to enable work in damaged/flooded areas (provision of flood lights as opposed to “emergency” lighting);

4. Recommendation: To the extent practicable, electrical switchgear and other mission-critical components currently located on the 3B level should be relocated to the 2B level or above.

5. Recommendation: A procedure should be established whereby electricity is shutdown to the 3B level in advance of expected inundation.

6. Recommendation: Fire pumps should be relocated from the 3B level to the 2B level. 

7. Recommendation: Flood alarms should be installed in archive areas.

Infrastructure assessment:

1. Recommendation: An assessment should be conducted which categorizes areas within UNHQ complex into zones which may be susceptible to flooding, fire, etc.

2. Recommendation: The feasibility of not locating permanent office space in the 3B area should be assessed.

3. Recommendation: The feasibility of creating water-tight compartments should be assessed for critical zones (electronics, equipment, high value item storage, compressor room).

4. Recommendation: Adjustments to the domestic water plan to buy time through manual workarounds in the event of future floods are currently being assessed.  Relocation of the domestic water plant to a higher level would be costly and complicated.

5. Recommendation: The 3B level building infrastructure should consist of:

i.
brick walls as opposed to dry wall, and

ii.
concrete flooring as opposed to carpet or linoleum tiles.

Business continuity/stand-by arrangements:

1. Recommendation: Stand-by arrangements should be made with vendors to perform emergency work (e.g. clean-up services) in the aftermath of an event.

2. Recommendation: Stand-by arrangements should be made with vendors for emergency use/rental of facilities and equipment (e.g. standing arrangement with courier/shipping company to use their facilities for mailing, emergency rental of Pitney Bowes mailing and postage equipment).  

Review of operations/alternate office space locations:

1. Recommendation: Review of operations to identify vital functions/services (mail operations, UNLP issuance, emergency supplies). Subsequent storage of emergency equipment necessary to maintain minimum of required services in accessible, secure off-site location within proximity of UNHQ.

2. Recommendation: Off-site locations should be pre-arranged for daily operations such as Mail and Pouch, Receiving, and Medical X-Ray services.

3. Recommendation: Off-site location s should be pre-arranged for the UN Journal; establish protocol for remote operation of meetings and the handover of agendas and meetings to alternate locations.

4. Recommendation: Reconsideration of operating a support services off-site facility including mail and pouch screening and processing, receipt of goods, warehousing and storage (including IT equipment), in-house fabrication  (sign shop, upholstery shop, carpentry shop etc.). Off-site mail facility at a flood-proof elevation to be located within 5 miles of UNHQ complex (Long Island City, close to Midtown Tunnel/bridges). 

5. Recommendation: Alternate space should be identified for Facilities Management operations, which is not at flood risk and has backup emergency power.

Publishing/printing:

1. Recommendation: Appropriate space above potential flood zones should be identified for three digital printers to be serviced by about 35 DGACM staff members.  

2. Recommendation: Space should be identified to accommodate the remaining 65 DGACM staff members, until at least the beginning of 2014.  Similarly, space should be identified to accommodate other staff from 3B until such time as area is designated safe to return.

3. Recommendation: The feasibility of relocating the print shop function out of the 3B level should be assessed.

4. Recommendation: Contractual arrangements should be made with vendors for emergency work/equipment in the event of shutdown of the HQ complex.

Financial estimates for implementing recommendations applicable to physical infrastructure.

	Recommendation
	Timeline
	Financial Estimate 
 
	Comments

	Chiller

a. Possible purchase or lease of chiller truck/trailer,

b. A backup or temporary chiller capacity should be established in the event the main chiller plant is rendered inoperable during and following inundation.
	Short

Medium / Long
	$ 3,900,000 to $ 4,900,000 [I]
$ 8,000,000 [I]


	Financial estimate includes minimum one year and maximum two years rental costs.  If Modular Chiller fails this could potentially close the complex.

Due to risk of Main Chiller Plant failing due to flooding. 



	Space should be identified to accommodate the remaining 65 DGACM staff members, until at least the beginning of 2014.  
	Short
	$929,500 per year (standard cost of $14,300/year * 65 staff) 

However, due to existing leased space, no additional cost expected during 2012-2013 


	Administrative staff could be relocated to vacated floors in swing spaces in Madison or Teacher Buildings until end of 2013.  After that period, FMS would need to identify or rent another location.  

	Space should be identified to accommodate other staff members from 3B until the area is designated as safe to return to.
	Short
	Standard costs of $14,300/year apply.  

However, due to existing leased space, no additional cost expected during 2012-2013 


	

	An assessment should be conducted for the following areas:

a. Categorizing areas within UNHQ complex into zones which may be susceptible to flooding, fire, etc.

b. The feasibility of not locating permanent office space and functions in the 3B area 

c. The feasibility of creating water-tight compartments for critical zones (electronics, equipment, high value item storage, compressor room).
d. Assess whether publishing operations should be above 3B, with contractual arrangements through vendors for emergency work/equipment in the event of shutdown of the HQ complex
e. The feasibility of relocating the print shop function out of the 3B level should be assessed.


	Short


	$200,000 


	CMP and FMS are now engaging an existing CMP vendor (Syska) to conduct the assessment of the damages and future design recommendations for the 3B area.    Complete design and financial proposal are anticipated by February 2013.  An internal discussion between CMP and FMS will need to take place after the study to determine the best course forward.  It is anticipated that the study will result in design changes in the basement areas. Risk is high that the organization will continue to sustain flood damages in the future if we do not do the assessment. 
While cost implications will be available only after the assessment, it is likely that any major construction/configuration cannot be implemented within existing resources.  Risk is high that the organization will continue to sustain flood damages in the future.

Interruption of production and distribution of official documents to delegations and meeting rooms.

High risk due to exposure to flooding in the future of print shop equipment, providing other services and continuing operations.



	To avoid full electrical shutdown, a procedure should be established whereby electricity is shutdown to the 3B level in advance of expected inundation.
	Short
	
	When CMP completes the BMS system, equipment can be shut down remotely, however, the main power service would still need to be done manually.

No additional resources needed.

	Flood alarms should be installed in archive areas
	Medium
	$ 80,000

16 alarms @ approx $5,000 each; 
	Risk of no notification of water infiltration and possible re-occurrence of water damaged documents.



	Improved emergency lighting should be established, to enable work in damaged/flooded areas (provision of flood lights as opposed to “emergency” lighting);
	Medium

	$20,000
	Emergency lighting is already in place and worked during the flood.  FMS has also bought flood lights that could be used with portable generators. If we are to improve further, FMS can buy battery packed emergency lights and install them.

	Appropriate space above potential flood zones should be identified for three digital printers to be serviced by about 35 DGACM staff members.
	Medium
	$ 30,000 (3 locations, power and LAN installations)


	Space to be identified from existing portfolio. Interruption to production and distribution of official documents to delegations and meeting participants.

	Stand-by arrangements with vendors 

a. to perform emergency work (e.g. clean-up services) in the aftermath of an event.

b. vendors for emergency use/rental of facilities and equipment (e.g. standing arrangement with courier/shipping company to use their facilities for mailing, emergency rental of Pitney Bowes mailing and postage equipment).
	Medium

	To be determined.  Procurement Division to advise whether a no upfront cost contract is possible.

Emergency rental of Pitney Bowes and mailing equipment : $42,232/year (rental of 1 machine)

Rest to be determined.


	Three months to prepare comprehensive scope of work and one year for procurement process.

The organization will be competing with other companies looking for the same services during a disaster and may have to pay more and wait for services.  In addition, there will be delays in getting back to normal operation. 

Delays in the provision of vital pouch services.  

Delays in the shipment of outbound mail through the United States Postal Service.



	Off-site locations should be pre-arranged 

a.    for daily operations such as Mail and Pouch, Receiving, and Medical X-Ray services.

b.   the UN Journal; establish protocol for remote operation of meetings and the handover of agendas and meetings to alternate locations.
	Medium
	To be determined. Annual/monthly retainer fee may be needed in addition to the regular rental charges when we use the space.  

Low as existing space in different location or building will be utilized.
	FCSD will attempt to identify warehouse space with loading dock facilities       and set up a standing arrangement to use the space during emergency. 
Delays in the shipment and receiving of mail, pouch, and products for the organization. 

Minimal risks associated as the volume of x-ray services is extremely low. This can be absorbed within MSD operational budget.  No additional resources needed. 

For UN Journal, DGACM would need to make arrangements for the 4 staff to work remotely in case UNHQ main campus is off limits to ensure continuous issuance of the UN Journal which is the main tool to inform the delegations on any changes in the meetings schedule.   The Journal is distributed and is accessible online.

For the establishment of protocol for remote management of meetings and the hand over of agendas and meetings to alternate locations, arrangements will need to be made for staff to work remotely in case UNHQ main campus is off limits to ensure continuous scheduling and servicing of the meetings, including meetings at alternative location, including OAHs, should Member States decide to meet there instead of NY.

Risks associated include the inability to organize meetings, disruption of the intergovernmental process and negative reputation to the UN.

	Alternate space should be identified for Facilities Management operations, which is not at flood risk and has backup emergency power.
	Medium
	To be determined.  Additional space may need to be rented if no in-house facility is found.  
	Ongoing discussions between CMP and FMS are currently taking place on reprogramming.  

Risks include delays in reacting to emergencies. 



	In-house review of operations to identify vital functions/services (mail operations, UNLP issuance and stamps, emergency supplies). Subsequent storage of emergency equipment necessary to maintain minimum required services in accessible, secure off-site location within proximity of UNHQ.
	Medium
	
	 Non-availability of vital equipment during emergency situations endangers programme delivery of the UN



	Relocation of critical equipment from 3B to 2B. 

a. Fire pumps should be relocated from the 3B level to the 2B level. 

b. Adjustments to the domestic water plan to move controls and power source to 2B level 
c. electrical switchgear and other mission-critical components currently located on the 3B level should be relocated to the 2B level or above.


	Medium
	$1,800,000 [I]
	It is anticipated that the Syska study will result in design changes in the basement areas. 

The workaround is already in place. System is in place so no risks with no resources allocated.  

 

	Recommendations related to the 3B level:

i. brick walls as opposed to dry wall;

ii. concrete flooring as opposed to carpet or linoleum tiles.


	Long

Long
	To be determined.  High capital costs anticipated. Possible cost implications include construction and reconfiguration costs.  


	Should a decision be made to keep staff and functions in 3B, high capital costs will ensue. This item requires extensive analysis, technical design and detailed testing and will need to be part of the study mentioned under item 4..  Complete design and financial proposal are anticipated by February 2013.  An internal discussion between CMP and FMS will need to take place after the study to determine the best course forward.  It is anticipated that the study will result in design changes in the basement areas.  



	Electrical systems and electrical controls for plant and equipment should be moved above the floor level, and as high as feasible and functional
;


	Long
	$ 17,200,000 to $ 29,000,000 [I]

	All electricial equipment on 3B (350,000 square feet) was damaged due to flooding after Sandy, and therefore needs to be replaced. Includes extensive structural work for the 2B slab. High end will include moving of emergency electrical substation from 3B to 2B. Costs may potentially be low, as the UN would only be required to pay the difference in relocating to a different floor. 

Risks associated with main Chiller Plant failing due to flooding.

	Review the DSS Study on operating a support services off-site facility including mail and pouch screening and processing, receipt of goods, warehousing and storage (including IT equipment), in-house fabrication (sign shop, upholstery shop, carpentry shop etc.). 

Off-site mail facility at a flood-proof elevation to be located within 5 miles of UNHQ complex

(Long Island City, close to Midtown Tunnel/bridges).
	Long
	Approx $1.2 million per year (based on an initial estimate of $15/sf rental rate).  Further detailed estimates per bidding result would be needed.   
	Three months to prepare comprehensive scope of work and one year for procurement process.

Risks associated: Close down of vital support operations as a result of flooding has a major impact on programme delivery of the UN. 




Communications to different audiences

The context and culture in which communications take place and the ways and technology with which we communicate have changed. If the UN does not lead the conversation and proactively manage its message through multiple platforms, others will define the UN narrative of events, including in emergency situations. The lessons learned and recommended way forward of the Communications Working Group are outlined below:  

General observations 

1. Unifying platform for communications in a crisis and beyond:  Experience has shown that you require one person/face who communicates with the external media and the public in a crisis. This is the only way of establishing trust between the public, the UN and our messages. Recommendation: There should be one emergency web site that serves the entire UN community (staff, interns, consultants, Permanent Missions, NGOs, media). DSS should “own” the site and be responsible for its update and maintenance. This website should continue to be hosted externally and include links to host country/host city information sources (e.g. FEMA, NY OEM, National Weather Service, etc.). It should feature appealing content year-round to ensure that the UN community regularly visits the site, including for information during a future crisis.

2. Checklists: There was a general lack of coordination, checklists of clear tasks and harmonization about how communications should be conducted, and a lack of preparation at the organizational level before and after Sandy. Recommendation: A special COG task force should develop a crisis communication checklist and plan for the Secretariat that provides general guidelines and procedures for coordinating internal and external communications in the case of an emergency (see UNICEF Division of Communications/BCMU plan as an example).

3. COG crisis communications mechanism: The existing communications chain to alert those with responsibility to activate internal processes did not seem to have been used effectively. As a result there was delayed agreement on what messages to send to constituencies, with some target audiences being left out altogether. Recommendation: The COG task force should establish a crisis communications mechanism to ensure appropriate and frequent messages sent. The system should be tested often and regularly.

4. The COG communications protocols: Back-ups for technical systems did not work. A clear plan with alternatives, together with identified focal points and their alternates, and a reliable redundant means of communicating is required. Recommendation: The COG task force should establish communications protocols that also use less high-tech systems, such as phone trees. Officers responsible for communications should be required to regularly update and print phone/email lists of target audiences before known emergencies.

5. OHRM/OICT collaboration to strengthen the UN Secretariat emergency notification system: A clear plan with alternative back-ups for ICT systems needs to be defined and validated. In addition, together with identified focal points and their alternates, a reliable redundant means of communicating is required. Recommendation: OHRM/OICT should ensure that the emergency notification system works and that it has staff trained to activate/use it at short notice. [UNIS, for example, uses www.alertnow.com which allows for mass messaging across multiple platforms (voice, email, sms).]

6. Redundancy for communications’ platforms through leveraging infrastructure existing in other UN duty stations:  A clear plan with alternatives, together with identified focal points and their alternates, and a reliable redundant means of ICT infrastructure is required. Recommendations: OHRM should develop agreements between other UNHQ duty stations to access each other’s websites in case of emergency.
7. Optimization of the timeliness of communications with target audiences: Communications to all target audiences should start earlier and before a possible known emergency, emphasizing personal, departmental and organizational preparedness measures to ensure safety of staff and assets, and if possible ways to continue to work (remote or back-up arrangements should be in place for all departments/offices). Crisis communications must be consistent and systematic, and should be part of the emergency management framework at the Secretariat: the Organizational Resilience Management System (ORMS). Recommendation: Expand existing crisis communications protocols and include them in the Crisis Management Plan including defining a common methodology and shared plan (complete with roles and responsibilities and checklists) to ensure DPI/DSS/OHRM work closely on social media messaging during crises, with DPI responsible for posting messages. To achieve this, integration of crisis communications exercises in the overall ORMS Maintenance, Exercise and Review programme and inclusion of DPI in the ORMS Working Group is required. 

8. Communicating to staff (including consultants, temporary staff, WAEs and interns): Staff must be kept up-to-date of developments during a crisis and should be provided with the information they need to take decisions on whether to come to the office, work at home, etc. Several high level considerations must inform the manner in which the Organization builds upon its existing communication strategies for communicating with staff prior to, during and in the immediate aftermath of a disruptive event.  Periodicity, content, tone of message and delivery methods all matter. At a high level these considerations include:  

a) Tone: Messages to staff could have had a more empathetic tone, acknowledging the challenges they were facing and letting them know where they could get help.

b) Clarity: Messages to staff should also be clear about what kind of support the Organization can offer; these messages should be communicated as soon as possible.  

c) Identification of impacts to infrastructure: Messages on the closure of the UN should clearly identify which UN buildings in the complex are open and which are closed.  To enable this, clear lines of communication are required between the Secretariat and its various buildings and the Funds and Programmes.  

d) Periodic updates: All messages/communications should indicate when the next information update will be provided.

Specific recommendations include: 

9. Recommendation: OHRM should re-inform staff-at-large where official UN crisis information is located and encourage staff to sign up for the email and SMS notifications using personal not UN email addresses and telephone numbers. Test messages should be sent to verify the viability of the notification system.

10. Recommendation: OHRM should periodically remind serving staff to complete their “Emergency Contact Information” in Inspira and initiate the mandatory completion of the “Emergency Contact Information” in Inspira in the OHRM orientation of new staff.

11. Recommendation: Department Executive Offices should set up telephone trees for the purpose of communicating information as required, and for checking on staff quickly and efficiently.  The COG should formulate a template and instructions and share this with all departments.

Communicating to Member States: As primary stakeholders Permanent Missions require efficient communications from the United Nations Secretariat. 

1. Recommendation: The COG should clearly identify responsibility for regularly collecting emergency contact information from and communicating to Permanent Missions during an emergency. The responsible entity should ensure that up-to-date content is provided by Permanent Missions for its use in communicating in times of crisis.

2. Recommendation: A central database containing up-to-date contact information for Member State Permanent Missions should be maintained. The COG should assign the responsibility for maintaining this Member State contact information to one UN Secretariat Department/Office. Such lists should be maintained in a central registry accessible to all authorised users (for example, EOSG, DFS, DPI). Messages should be sent to specific individuals to be designated by the Mission and require positive confirmation. Each Permanent Mission should be reminded monthly to provide the relevant information about their point of contact so the information is always fresh and up to date. 

3. Recommendation: Permanent Mission contact points should be briefed by the COG on how it operates (this can be done once per year when staff rotations take place).

Communicating to the General Public: The general public largely depends on media for information and in an emergency situation could be cut off from communications owing to massive destruction or power outages, for example. The UN.org website is a means of communication to this constituency. 

1. Recommendation: DPI should explore how to maximize the use of social media tools and mass media, including UN media outlets (UNTV, UN Radio, UN News Centre), networks and partners, for re-disseminating messages. 
2. Recommendation: Experience has shown that you require one person/face who communicates with the external media and the public in a crisis. This is the only way of establishing trust between the public, the UN and our messages. SEPT should designate the USG/DPI as a UN spokesperson during an emergency or crisis, and an alternate spokesperson in his absence, to speak on behalf of the Organization as a whole.

Communicating to the Media: Given the size and global reach of the United Nations, it is crucial to develop fail-safe mechanisms to deal with the media’s needs. Messages to the media are dependent on decisions taken by senior management or the COG/SEPT. When there are delays in these processes, it is difficult to decide on messages to media. 

1. Recommendations: DPI working with DSS should establish protocols with major NY news organizations (for example, NY1, NewsRadio88 and 1010Wins) so that the UN can air its messages to its community using these public means.

Support to staff
The working group identified some issues about the way that COG functioned, and how it could be even more responsive in future.  Many lessons learned were about the need for more effective communication mechanisms and more backups to be in place in case the first / standard approach is not successful. There were also a number of lessons about the content of messages – what the Organization can and should provide in terms of information, the extent of its pastoral role for staff, and the need for swift communication of relevant policy decisions (e.g. exceptional payment of overtime).  Another issue that came up was payroll – it was fortunate in this instance that payments had been processed before Sandy and thus were not disrupted but we need to know how to handle this in the future.  Finally, we need to have better arrangements for staff who still have to come into the office in emergencies.  The following presents a series of recommendations with respect to support to staff.  Unless otherwise specified, it is assessed that all recommendations in this section can be implemented within existing resources. 
Senior management and decision making process

1. Recommendation: Managers of COG members should check when granting absence from New York that at least one other COG member from the department will be present.   

2. Recommendation: Briefing should be given to new COG members on responsibilities
Communicating the decision to open or close to staff

3. Recommendation: COG should be activated as much as is possible before potential weather emergencies to reinforce response preparedness  

4. Recommendation: staffinfo website: should either be hosted somewhere else or at least be mirrored elsewhere.  [IT back up servers should be in geographically divergent location]

5. Recommendation: un.org is the first place many people would look, however is not easy to keep updated in an emergency.  In an emergency DPI should therefore put a banner up on un.org front page which points to the true emergency information websites and the hotline so that people who only know the un.org address can still find the information.  

6. Recommendation: Broadcast messages can be used for both staff and delegates.  However, they should be streamlined – ideally one per day - so we are not sending multiple ones.

7. Recommendation: Ensure clarity as to who communicates with whom. E.g. SOPs currently say 

-  DPI responsible for communicating with MS

-  OHRM responsible for communicating with staff through website and hotline, backed up by DSS broadcasts.  

OHRM should work with DSS to ensure that as soon as there is high level agreement with regard to opening or closure of the UN complex, that decision should be communicated as part of a single broadcast message, with other information on the situation, rather than many different broadcast messages being sent out which also overloads the system.  

8. Recommendation: Ensure that list of focal points for Funds and Programmes are up to date for broadcasts.

9. Recommendation: Communicate iSeek info on emergency preparedness / early release etc. to same focal points.

10. Recommendation: Conduct awareness raising campaign including on

- staffinfo.un.int website and hotline and signing up for the SMS / email alert system (use personal email), including with Funds and Programmes.

- Remind staff to update their emergency contact information in Inspira

Ensure these campaign messages are included in staff orientation

11. Recommendation: Robo-calls would be a good back up, and ensure the communication loop is closed for key staff (keeps ringing till you confirm you have the message).  The UN already has a licensed system for this – there is however a need to ensure it is working effectively.

12. Recommendation: We should also use public media like the city does for schools, hospitals etc – NY1, NPR, CNN.  Need to establish contacts with local public media, and establish arrangements for activation.

13. Recommendation: Use Facebook/Twitter more strategically e.g. publicise existing EPST account more widely.  

14. Recommendation: Telephone trees to be set up for all depts - both for communicating information if required, and also for allowing for a headcount to be carried out quickly and efficiently. Telephone tree template to be formulated and instructions shared with all Departments through the COG mechanism. 
What to communicate: 
1. Recommendation: In NY messages should be clear when saying UN is closed whether also applies to other buildings in the complex or is just the Secretariat.  As part of this, need to be clear about chains of communication between the Secretariat, its various different buildings and the Funds and Programmes, when in a crisis.  

2. Recommendation: Telephone hotline message should identify date of leaving message so it is clear it is up to date.  

3. Recommendation: During a crisis we cannot provide all services for all staff but equally we should acknowledge the needs staff could have (financial, medical, whether they are covered by FEMA etc) and point them in the right direction – a brokerage role.    Email should be prepared in advance so can just be posted with minor adjustments for the specific situation. Need to be clear about local government vs. UN role.  Also consider if any more can be done on practical support for staff e.g. publicising emergency loan fund etc.
4. Recommendation: Communicate policy decisions (e.g. on whether charging leave etc) as early as possible.  

5. Recommendation: All depts to keep personal, cell numbers of all their staff and of their respective emergency contacts updated, as well as their telephone (/SMS) trees.  

6. Recommendation: Disseminate guidelines on how staff contact info should be shared to respect confidentiality while retaining access.
Preparation for the future

1. Recommendation: Keep lists of critical staff updated.  

2. Recommendation: Draw up plan for which critical staff need to come into the office in a situation where building is not fully open for business.

3. Recommendation: Draw up plan for how to handle staff who need to be in the building “on duty” during an emergency (including provision of food, sleeping arrangements, sanitation etc.).  This recommendation may have cost implications, to be determined.  
Annex I: 
Crisis Management and Business Process Recovery Timeline

Storm Sandy Response (Planned v Actual) – 24 October – 2 November 2012


[image: image1]
� Financial estimates provided in this table are purely indicative and reflect full cost for items covered by insurance.  (I) indicates those items where credits are expected as a result of insurance claims.


� Assessment by CMP underway


� Reflects cost of assessment only.  Cost implications due to construction and configuration will be available only after the assessment and cannot be estimated at this time.


� However, it is noted that the main electrical vault A (not flooded by Sandy) which powers the Primary Data Centre (PDC), would withstand a storm surge of approx 5 feet above level of storm Sandy.  Relocation of vault A is not being assessed.
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